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Abstract. We explore the frequency and impact of misunderstandings in an existing
corpus of tutorial dialogues in which a student appears to get an interpretation that
is not in line with what the system developers intended. We found that this type of
error is frequent, regardless of whether student input is typed or spoken, and that it
does not respond well to general misconception repair strategies. Further we found
that it is feasible to detect misunderstandings and suggest alternative strategies for
repairing them that we intend to test in the future.
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Introduction

When a dialogue system and user interact, both must interpret an input signal, whether
spoken or typed, to recognize words, phrases, sentences and finally the intended meaning
given the context of what has been previously communicated. The hearer of the signal
must then react appropriately in response. Interpretation errors can happen at any stage of
the recognition process. With speech input, research typically focuses on detecting and
repairing speech recognition errors that occur in the early stages of interpretation. With
typed input, which is predominant still for tutorial dialogue systems (TDS), the focus
is more toward the final cognitive/pragmatic stages of the interpretation process [14]. In
this paper we explore whether there are errors that happen between these two extremes
in tutorial dialogue that could negatively impact learning.

We will use the term misconception (e.g. [10,5,1]) for knowledge errors or deficits
users may have about the domain and the term misunderstanding to refer to a hearer
getting an interpretation that is not in line with what the speaker intended [13,4]. The
hearer may or may not suspect he has misunderstood. If he does, he will typically attempt
a repair in response. If the hearer does not, then his unexpected response can be a signal
that a previous contribution was misunderstood.
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system:  Now, if the car’s magnitude of velocity is 4 times greater than
the old one, how much greater would its kinetic energy be?
student: ~ The new KEO would be 15,984,720 J (categories: 4 times, attempted, no attempt
system: I disagree with you. If the car’s magnitude of velocity increases 4 times then the new
magnitude is equal to v*4 where v represents the car’s old magnitude of velocity.
system:  Using the formula for kinetic energy, you can see that the new kinetic energy
will be 1/2#m*(4*v)2 which can be rewritten as: 16%(1/2*m*v2)= 16*KE.
Table 1. Example of an unexpectedly wrong response that could be due to misunderstanding the question as
requesting a quantitative rather than qualitative solution

Misunderstandings can arise from divergences in the participants’ views of what has
been established in the conversational record [6]. These divergences can arise because
of e.g. mis-remembering, failing to remember, or simple performance errors in problem
solving or in language, such as mis-speaking or mis-hearing. For spoken dialogue sys-
tems, mis-hearing is reflected by the word recognition error rate (WER). High WERs do
negatively correlate with user satisfaction for tutorial applications but do not correlate
with learning [9,11]. In this paper we provide evidence that regardless of whether input
is typed or is spoken with human-quality speech recognition available, other types of po-
tential misunderstandings are frequent and can have a negative impact on learning. Mis-
hearing is probably less of an issue in tutoring since the system will still take an action
that is most likely useful for the student, assuming the student can correctly interpret the
system’s follow-up [12].

While analyzing both spoken and typed tutorial dialogues between students and
TDSs, we found a significant number of unexpected student responses that appear not
to be due to misconceptions. When we annotated these unexpected responses by type,
we found that students whose responses were either unexpectedly wrong (i.e. a wrong
response not anticipated by the developers), as in Table 1, or non-attempts to respond did
not benefit as much from a repair intended for a misconception as those students whose
wrong responses were expected (i.e. responses that are more clearly misconceptions).

First we will describe the Cordillera corpus of typed dialogues that we analyzed.
Next we will present the evidence that suggests that misunderstandings are happening
frequently, can negatively impact learning and do not respond well to misconception
repairs. Next we briefly describe the ITSPOKE spoken dialogue corpus that we analyzed
and again show that possible misunderstandings are frequent. We then describe how we
used this corpus to explore the feasibility of detecting misunderstandings. Finally, we
conclude with a discussion of possible repair strategies that we intend to test in the future.

1. The Cordillera Tutorial Dialogue System and Corpus

The Cordillera tutorial dialogue system tutors students in both quantitative and qualita-
tive physics in the work-energy domain. Cordillera was developed to provide a testbed
for exploring questions about the relationship between tutorial dialogue strategies and
student learning [15] and was implemented using the TuTalk TDS toolkit [7]. TuTalk
supports the authoring and delivery of dialogues in which a tutor tries to elicit the main
line of reasoning from a student by a series of coherent questions. This style of dialogue
was inspired by CIRCSIM-Tutor’s directed lines of reasoning [2].
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[You said: definition of kinetic energy «| A 0.6 kg rockin space has a velocity of magnitude 2.0 m/s at point A and
| | |kinetic energy of 7.50 |

‘Tutor said: Okay. Please write the equation for how the definition of at point B. What is the net work done on the rock as it moves from A to B?

kinetic energy applies to this problem at T1 \We define TO: the time point when the rock is at point A,

T1: the time point when the rock is at point B.
You said: value="kel=1/2%m*v1"~2"

(Tutor said: Now it is easy to calculate the magnitude of vl The
magnitude of v1is 5.0 m/s

‘Tutor said: Before going on to the next step, let's think about the
application of this equation.

Tutor said: Can we infer the direction of the velocity of the rock at T1
from the rock’s kinetic energy at T1?

You said: no, we cannnot

Mutor said: Excellent! Please explain why. | | Problem Staternent | Dialog History | Variables | Equations
Only the magnitude of the velocity and not the direction of it is part of
the definition of kinetic energy

E Name  Description

- m The mass of the rock is 0 .60 kg
I g - w0 The velocity of the rock during TO is 2.0 m/s at an unknown orientati
oK
KEO The kinetic energy of the rock at TOis 1.20 |
| Comments
vl The velocity of the rock during T1is 5.0 m/s at an unknown orientati

KE1 The kinetic energy of the rock at T1is 7.50 |
Wnet01 The work done on the rock

(4] 1

TMEQ  The total mechanical energy of the system at TO
TME1  The total mechanical energy of the system at T1

[T+

Figure 1. The student interface

Domain experts authored dialogues for seven problems that guided students through
the problems by either hinting at or telling the student the next problem solving step
that needed to be completed. Hints were usually in the form of short answer questions.
Figure 1 illustrates a sample student dialogue with Cordillera. The upper right pane of the
figure shows the problem that the student is attempting to solve. The top left pane shows
a portion of the dialogue history, and illustrates a few questions and student responses,
as well as a number of system informs; the pending tutor question is shown in the input
pane at the bottom. Finally, the variables in the bottom right pane were defined either by
the student using a form interface or provided by the tutor.

In addition to guiding the student through problem solving, Cordillera also tried
to help increase the student’s conceptual understanding by asking for justifications and
exploring how changes in the problem statement effect the solution. While the system’s
requests in the problem solving discussions were short answer questions (see the first and
last tutor turn in the top left pane), requests for justifications were usually in the form of
deep answer questions (see the current tutor turn in the bottom left pane).

To reduce the confounds of imperfect natural language (NL) understanding on their
investigations of how different dialogue strategies impact student learning, the fully au-
tomated (but error-prone) TuTalk NL understanding module was replaced with a human
language understanding wizard. The wizard’s interface mirrors that of the student, except
that the bottom input pane is replaced by the student’s response and a set of check-boxes
for classifying the student’s response.

The Cordillera corpus is a collection of 448 typed dialogues between students and
Cordillera, and associated corpus annotations. The corpus consists of a database of
computer-logged turns and system state, including how the wizard classified the student




systeml:  What is the equation for the work done by the man on the crate?

studentl:  ? [ic] [parallel_work]

system2:  Recall that the general equation for work involves force and displacement. In
this case the respective variable names are W_Fa, Fa, and d. So, just piece
them together: What is the equation for the work done by the man on the crate?

student2:  Wa=Fa*d [c] [parallel_work]

Dialogue goes on

Table 2. Sample coded dialog excerpt.

turns (e.g., as an attempted response) and which physics knowledge components (KCs)
were covered, as will be explained below. A dialogue excerpt with an unexpectedly
wrong response from the corpus is shown in Table 1.

64 students (all physics novices) were recruited from Pittsburgh university cam-
puses. Each student read a short introductory text on work-energy and then took a 37 item
test (pre-test), where each question was associated with one or more KCs. Next, the stu-
dents completed a demonstration problem that introduced them to Cordillera’s interface
and then worked with Cordillera on the seven training problems. The training took about
7-10 hours spread across multiple days. When students completed the training problems,
they took the same test again (post-test). The pre/post-test was designed to be able to
compute learning gains for each KC.

As the system interacted with students it logged which KCs were covered by the sys-
tem’s turns or the system-student turn pairs. For example, for the student-system dialogue
in Table 2, given input from the language understanding wizard, the system recorded that
for the first tutor/student turn pair the student was unable to evoke the KC about work
being the magnitude of the force times the displacement, while in the last tutor/student
pair the student exhibited the correct KC. Thus, the first student turn was logged as [ic]
to indicate it is incorrect and [parallel_work] for the KC and the last student turn as [c]
to indicate it is correct and [parallel_work] again for the KC. Students’ learning gains
were significant for a majority of the KCs, as were their composite learning gains.

In the next section, we show evidence both that unexpected responses are high fre-
quency and that some types of them impact students ability to learn.

2. Frequency and Impact of Misunderstandings

Our overall goal for analyzing the Cordillera corpus was to gain an understanding of the
unexpected responses. We found that it wasn’t that a set of tutor turns were particularly
problematic; many students would respond as expected for those same tutor turns. We
had various insights after looking at the dialogues; one being that some of the students
knew the answer but had misunderstood the question given their past performance and
the content of their answer. And in some cases the student would report that they had
misunderstood the question after being told the expected answer.

In the Cordillera corpus only two unexpected categories were available for the wiz-
ards to select; attempted and no attempt. For responses wizards classified as no attempt,
e.g. “Idon’t know”, the system gave no explicit feedback on correctness. For responses
wizards classified as attempted, negative feedback was given since the response did not
answer the intended question. In both cases, the subsequent repair was the same, the



student was told the correct expected response. An example of a response classified as
attempted is shown in Table 1. The italicized list following the answer represents the
categories available to the wizard and the one in bold represents the one selected by the
wizard.

We found that 21% of all NL responses from students were classified as attempted
and 12% as no attempt. There were significant weak negative correlations between post-
test scores (after removing the effects of pre-test scores) and the percentage of stu-
dent’s responses that were classified as no attempt (R=-.30,p=.017) or attempted (R=-
.32,p=.011) and a significant moderate positive correlation for the percentage of student’s
expected responses (R=.47,p=0). The expected responses are step specific and are either
correct responses or non-correct responses that warrant a specific follow-up.

During this initial examination of the corpus we identified the following alternative
categories for covering unexpected responses; no attempt, wrong, vague and overly spe-
cific which are related to typical response classes described in tutorial dialogue literature
[2,8]. We had two physics knowledgeable students annotate one third of the Cordillera
corpus’ unexpected responses with these alternative categories with a Kappa of .65. After
one student annotated the remaining unexpected responses for the seven most frequently
discussed KCs, we found that 60% were annotated as wrong, 21% as vague, 11% as
overly-specific, 7% as no attempt and for 1% the annotator disagreed with the wizard
and considered them correct.

We expected that some of the wrong, overly specific and no attempt responses, the
latter of which are similar to a time-out in spoken dialogue systems, could be due to mis-
understandings. Intuition suggests that vague and overly specific responses could indi-
cate the student is close to having understood both the question and the KC. The remain-
ing unexpected responses suggest that the student may not yet have understood. This
lack of understanding could be of the KC or of the system’s turn and request. The first
is an issue for tutoring and human learning and is domain dependent while the latter is
an issue for dialogue systems and communication in general. If it is the first case then
telling the student the correct expected response should be an adequate repair. But if it
is the second case then this same repair may not be adequate. That is, the student may
continue to have difficulty understanding the way the system communicates (i.e. it will
never make its intentions explicit).

To test these ideas we looked at the learning curves for the seven KCs combined. We
subdivided students into groups according to how their first opportunity for a KC was
classified and used the wizard’s original classifications for expected responses. For each
group we generated five separate learning curves for the categories of correct, overly
specific, vague, wrong and no attempt by averaging error rates for the seven KCs. After a
first opportunity we plotted the percentage of those same students who were not correct
on that KC on the second opportunity, then the third and so on. We then generated the
learning curves to fit this data as shown in Figure 2. All of the fits were significant. When
we look at the curves we see that the error rate drops for all the groups of students as they
have repeated opportunities to discuss a KC. But the error rate at the right-hand side of the
graph is higher for the subgroups whose first opportunities were either wrong (top line) or
no attempt (next line down) than for the other groups of students. So the repair of telling
the student the correct expected response did not help as much for these two groups of
students. Perhaps some of the students were helped because they lacked knowledge while
others may have lacked an understanding of the communicative intentions.
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Figure 2. Cordillera error rates based on classification of first opportunities

We next compared the group of students whose first response for two KCs had been
classified as wrong by the wizard (i.e. these responses were expectedly wrong and have
an error specific follow-up) with those students whose first response was classified as
unexpectedly wrong. We see, as shown in Figure 3, that there is not a significant fit for the
learning curve for this KC when an initial response was unexpectedly wrong (the top line
on the right-hand side). But for those students whose first response was expectedly wrong
there is a significant fit and the learning curve indicates that the students who received
the error specific remediations did have a decrease in their error rate (the bottom line on
the right-hand side). For the second KC the comparison was similar.? For the expectedly
wrong responses the user presumably understood the question and had a misconception
while for the unexpectedly wrong responses a repair that assumed a misconception was
not helpful.

3. Feasibility of Detecting Misunderstandings

Our second annotator also marked the unexpected responses in an ITSPOKE system cor-
pus of spoken tutorial dialogues. For this corpus collection a wizard again did the lan-
guage understanding for the dialogue system and the corpus is more fully described in
[3]. The domain was about a different area of physics than the Cordillera corpus and all
the problem solving was qualitative rather than a mixture of qualitative and quantitative.
19% of all student responses in this corpus were classified as unexpected by the wiz-
ard. We found that 79% of these unexpected responses were annotated as wrong. Again
these errors could not be due to the system mis-hearing the student because a wizard

3The other five KCs did not have any expectedly wrong classifications to compare against.
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Figure 3. Cordillera error rates for one KC for expectedly vs unexpectedly wrong responses

did speech and language understanding. So these errors had to be due to either lack of
domain knowledge or a misunderstanding*.

We next used the corpus with the new annotations for unexpected responses to check
the feasibility of detecting the unexpected categories and to explore which automatically
available features, including spoken language features such as pitch and duration, would
be useful for automatic classification. In addition the ITSPOKE corpus had already been
manually annotated for uncertainty [3] and we wanted to explore whether uncertainty
could help distinguish between categories of unexpected responses.

Because the set of unexpected responses was heavily skewed toward wrong re-
sponses (79%) we used re-sampling to balance the corpus. We found that when using
spoken language features and word level features, such as the text of the tutor’s prior
turn and the word edit distance between the student response and the expected correct
response, the classifier achieved an accuracy of 50% which was better than the majority
class baseline accuracy of 37.6%. With word level features alone the classifier achieved
an accuracy of 43%. With spoken language features alone the accuracy during training
was high but was not better than the baseline during testing. The strength of the word
level features alone suggest that it is feasible to train a classifier that is sensitive to mis-
understandings that may need a different type of repair but we will need to explore addi-
tional features to improve the accuracy.

4. Conclusions

In this paper we showed evidence that suggests it is important to have strategies that can
generally detect and repair misunderstandings that arise from more than just mis-hearing

4This corpus has not yet been annotated for KCs so we were unable to do a learning curve analysis.



what is said since these errors 1) can dominate for complex domains (e.g. tutoring vs.
booking a flight) and 2) can be detrimental to the user’s task success.

After a preliminary examination of some of the unexpectedly wrong responses, we

hypothesize that potential misunderstandings could arise from at least three sources; 1)
not recognizing implicit intentions about problem solving and reasoning strategies 2) not
utilizing all of the relevant previously mentioned information needed to get the system’s
intended interpretation and 3) not recognizing how the system’s request connected with
the immediately previous dialogue. For each of these hypothesized sources we have iden-
tified some general repair strategies that can be applied across domains and applications,
such as making intentions explicit, that we intend to test in the future for their impact on
learning.
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